
 

Best practices in 
ALARM MANAGEMENT 

Cleaning up an alarm system in 2 weeks! 
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Cleaning up an alarm system in 2 weeks! 

Whether itôs a SCADA/PLC or DCS-based system, processes are pretty much in control 

throughout the industry. Technological progress has had a tremendous impact on the 

performance of those systems but, unfortunately, technology has contributed to ruin one of 

the key components of control systems: Alarm Management. 

Just a few decades ago you needed a carpenter and an electrician if you wanted to create a new 

alarm. Even if some vintage alarm panels looked busy with light bulbs and signals, they were very 

simple compared to modern alarm systems. 

 

With digital technologies, setting up 6 alarms on every sensor is basically effortless and since Alarm 

Management is rarely taken into consideration during design phases, Alarm configuration falls into the 

hands of control system developers who, in doubt, prefer alarming everything rather than being 

blamed later for having missed something critical. 

As a result, the number of alarms has grown tremendously over the past decades, as did the quantity 

of data collected and processed in any plant. Technology, again, has made it possible to handle that 

flood. 
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But there is something unique about alarms: they have to be processed by humans and humans’ 

capabilities haven’t changed in the last few decades. 

The purpose of the Alarm Management system is extremely well described by the EEMUA 191 (1) 

document.

 

A control system’s mission is to keep the process within the Optimum and Normal perimeter. Safety 

systems are there to make sure that an upset condition cannot degenerate into an accident. 

The alarm system’s mission is to provide information to the operator so that the process doesn’t cross 

the border between Normal and Upset. This border is called the Safe Operating Limit.  

What happens when a process enters Upset conditions varies very widely between industries but 

whether it’s because of off spec production, shutdowns or equipment damage we can say with 

confidence that money is lost in the process. One of our customers (a petrochemical plant) has 

estimated that this kind of loss costs them around € 2 million per year. 

Operating in those abnormal situations also opens the door to side effects, contagion to other units 

and unexpected behaviour which is why it should be is considered unsafe even if Safety systems have 

not been activated. 

What is the current situation in the industry? 

Well, Alarm Management regulations dictate that Alarm Systems should aim at displaying a maximum 

of 6 alarms per hour to an operator. Above that, the cognitive limits of the human brain will not allow 

operators to react to abnormal situations effectively.  

1) EEMUA 191 Alarm Systems - A Guide to Design, Management and Procurement (1999) ISBN 0-85931-076-0 

This envelope is guarded by safety 
systems 

This one is under the responsibility 
of operators 
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Debating whether, in any given industry, this threshold could 

be relaxed is of course possible but a lot of alarm systems in 

operation today routinely send dozens or hundreds of alarms 

per hour to operators. 

Those systems are not running in a sort of degraded mode. 

They are completely dysfunctioning and, in a lot of cases, 

could be turned off without many consequences. That’s really 

how bad it is. 

Why can Alarm Management, a key component of the control system as a whole, be in such a dire 

disorder in so many plants? 

Why are safety systems so closely monitored and inspected while alarm systems are hardly looked 

at? 

We believe that there is basically one answer and it can be illustrated quite well by Greek Mythology. 

 

Sisyphus, proud King punished by Zeus and sentenced to rolling a boulder up a mountain, see it roll 
back down and rolling it up again. For Eternity. 

There is of course a lot more 

in Alarm Regulation than this 

harsh alarm metric. We invite 

you to download our white 

paper on this topic on 

www.ureason.com 

http://ureason.com/intro-paper-regulations
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Alarm Management of course is not really that bad. 

Cleaning up an alarm system at its source doesn’t require an eternity but it’s still an immensely time-

consuming task. And, to make things worse, it’s dreadfully tedious. No one wants to do that and no 

one has the time for even a 10th of the effort required. 

A lot of things can be marginally improved in a plant. For instance 1% less energy consumption is 

always good news even if further improvements could be achieved. 

But there is no such thing as a 1% improvement in alarm management, or a 10% one for that matter. 

Either you go all the way to a system that is usable by a human operator or you don’t bother starting. 

In a nutshell, cleaning up an alarm system is often seen as hopeless.  

What if there was an easy way? 

UREASON has been active in the International Society of Automation on ISA 18.2 for years. The 

standardization work group that has crafted the regulations on Alarm Management ~ now a worldwide 

standard under IEC 62682. 

We know how to do Alarm Management by the book and our consultants routinely do just that, helping 

roll those boulders up the hill. But our business is software, Artificial Intelligence software, and we can 

achieve in days what would take man/years at the PLC level. 

That would be quite a value proposal in itself: doing things 100 times faster but it’s actually even better 

than that.  

Our vision is not just to make the process faster for those who want to act, it’s to make things possible 

for those who thought it was hopeless. 

UREASON has an alarm analytic solution called AlarmReporting. Its job is to identify alarm 

management problems. UREASON also has a real-time alarm handling tool called AlarmExpert and it 

deals with those problems.  

Below is an example based on a customer experience.  

Assessing the situation. 

Most plants have some kind of reporting capabilities. Operations usually know what their top 10 

alarms are. 

AlarmReporting features all the reports specified by EEMUA 191 so we know a lot more:  what is the 

priority distribution or what is happening in flood conditions. We can show what chattering alarms 

there are, what fleeting alarms there are and which alarms have a tendency to remain on alarm panels 

for days. 
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Usually the top 10 features a lot of fleeting and chattering alarms. Just by addressing these usual 

suspects we can often reduce anything between from 50 to 80% of your alarm count.  Maybe your 

Alarm System is cleaner and this kind of nuisance has already been dealt with. If so, you can skip this 

next step but you may be interested to know that it can be done in minutes! 

Fleeting and Chattering 

At this customer we started by configuring 2 generic rules. 

One is holding back alarms until they have been active for 

5 seconds. The second deals with chattering alarms by 

grouping them under the latest occurrence. In this case we 

set the grouping threshold to 3 alarms per 2 minutes. 

. 

The above report shows the Before/After result after this first day of work. 

But remember that here is no such thing as a marginally better Alarm system. Achieving 50 to 80% 

reduction in one day serves mostly one purpose: showing that it’s not hopeless after all. Note that, in 

the case of chattering reduction, no information is lost: AlarmExpert groups alarm occurrences under a 

single alarm. 

 

  

There are 5 different rule 

templates in AlarmExpert and, 

of course, Chattering Rules is 

one of them. 
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More Chattering 

It also allows the operator to focus on a very different Top 10 now that all that pollution (nuisance 

alarms) has gone.  

We then discovered other chattering alarms. A lot less though. What were they? Simply alarms that 

chatter slower than 3 times per 2 minutes. So this time we find ourselves, for instance, setting up a 

chattering rule that triggers for 3 occurrences over 10 minutes.  

Asking tough questions 

One important stage is to look again at what remains in this Top 10 once the main nuisance alarms 

are gone. 

In this case, we still had maybe a dozen alarms that accounted for more than 50% of the total. You 

then have to review them one by one and establish whether they should be presented to the operator. 

Let’s talk about standards again: they are very clear about what is an alarm: it is something that 

requires an operator action. 

Unfortunately, alarm feeds usually contain a lot of information that doesn’t require operator action. Not 

everything is unnecessary and has to be removed. For instance letting an operator know that a reactor 

has initiated its start-up sequence may be justified. It’s just that this information doesn’t belong on the 

alarm panel. 

Keeping old suits instead of giving them away has no 

consequences as long as you have enough wardrobe 

space. But the alarm panel only has room for a very 

few alarms and it can’t be extended because it’s 

limited by cognitive load. 

This delicate task has to be done under the 

leadership of operations people. They are the ones 

who know if an alarm requires an action and it’s of 

any interest to the operators. Then you need to 

discuss the recommendations with Industrial IT and 

that can lead to some quite passionate discussions… 

  

We donõt view our approach as 

dogmatic. Itõs not software filtering 

against fixing at the source. Itõs 

fundamentally a way to break a 

deadlock that we see very often: òIt 

has to be done at the source. But 

we canõt do itó. 

We make it possible to clean the 

mess very quickly and then let 

companies cherry pick what they 

want to revert as fixes at the 

source.  
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What we ended up doing with this dozen alarms is as follows:  

¶ Some were simply masked. They were not deleted and could still be accessed but they are no 

longer in the alarm display.  

¶ Some were temporarily masked. That is to say that Industrial IT recognized that, right now, 

some alarms were not configured correctly and were useless but that they would reprogram 

them in the PLC later.  

¶ Some were removed from the alarm display but routed to the right stakeholders. For instance 

vibration alarms on a bearing are not something an operator can do anything about. They 

belong to maintenance so we routed them to a Maintenance alarm list. 

 

Letôs tidy up and start to group things together 

The Top 10 we obtained at this stage no longer showed 

obvious problems. We could have iterated again but 

decided that it wouldn’t have much impact so we 

decided to tackle grouping. 

Every plant has their typical flood situations where, for 

example, one problem occurs on a circuit breaker and 

suddenly, lots of equipment report problems. 

It could also be a large piece of equipment that is 

shutting down or powering up and the transition stage 

generates many alarms while, in fact, the situation is 

perfectly normal. 

We used a pattern rule, another of our rule templates. It detects alarms that contain the word “circuit-

breaker”. Then the rule will group all the circuit breakers alarms within a 10 seconds period under a 

single alarm because they are in fact consequences of the same problem. 

 

Grouping Rules are not aimed at 

significant reductions on the 

average number of alarms but 

they play a critical role in what is 

probably the focal point of Alarm 

Management standards: flood 

conditions. Those moments when 

things go wrong and when the 

alarm system has to help the 

operator understand what is 

happening. 
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Big rewards 

This first effort represented 15 days of work. Five workshops were conducted between UREASON and 

the support engineer of a reactor unit that, in itself, generates less than 5% of the total plant alarms. 

So even if we removed all the reactor alarms it wouldn’t have made a big impact on the whole plant.  

Nevertheless and because of the genericity of the rules, the final reports showed that we had reduced 

the total alarm count by 95%. We immediately 

ran the calculations again but yes, it was true. 

95% reduction without even talking to anyone 

beyond the reactor unit. 

Now how well did we do on the reactor then? 

Well, the alarm rate had been reduced to less 

than 3 alarms per hour, way below the 

international recommendations. 
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Beyond reduction! 

What do you do once you have only 3 alarms per hour? It’s time to start ADDING alarms. Smart 

alarms, predictive alarms, maintenance alarms, quality of life alarms, etc. 

That’s actually where the big reward really is: running the plant better, reducing unplanned shutdowns, 

improving quality, reducing emissions and detecting weak signals before they become serious failures. 

Last but not least 

We started this project by giving a half day basic 

training on AlarmExpert to the customer.  

That allowed him to express his ideas more easily as 

“ready to implement” rules.  He could immediately 

understand the nature and logic of the rules we 

presented at each workshop and gained confidence 

about his own ability to use the tool. 

AlarmExpert is not a programming environment; it’s a 

solution that has been designed for domain experts with no programming experience. Domain experts 

have a lot of ideas and if you give them a tool that allows them to test and deploy them quickly, they 

will use it and improve the operations day after day..  

Conclusion 

Alarm management systems are daunting because they offer no compromises. They are usable or 

they aren’t. Improving an Alarm System is like crossing a river: getting real close to the other side but 

never reaching it is pointless.  

Once you get started you need to fully succeed, but considering the amount of work required through 

traditional approaches, the task is seen as hopeless. 

It is actually not hopeless and UREASON believes, based on evidence such as the above use case, 

that fixing the Alarm Management system of any plant is not only possible at a fraction of the cost but 

that it actually is the lowest hanging fruit in terms of return on investment. 

Safer plants, fewer shutdowns, less equipment wear and tear, less on-duty calls in the middle of the 

night and, at last, the ability to concentrate on anticipation, prediction, contextual reasoning, advanced 

diagnosis and optimisation! 

UREASON can show you that Alarm Expert makes all this possible with only a few days of work. 

Programing in SCADA/PLC/DCS 

often require the help of 

subcontractors and, at some point, 

the shutdown of the control 

system. With AlarmExpert you can 

have a smart idea while driving to 

work, test it at coffee break and 

deploy it before lunch. No coding. 

No compiling. No shutdowns.  



 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
UREASON specialises in solutions interpreting data in 
real-time to provide proactive advisory systems that 
help improving your decision-making. Let UREASON 
help you achieve operational excellence and unlock the 
full potential of your assets. 
 
UREASON’s alarm management solutions are 
compatible with all major Distributed Control Systems 
(DCS) and Supervisory Control and Data Acquisition 
(SCADA) systems. 
 
We provide advanced operational intelligence solutions 
for: 

¶ State-of-the-art dynamic alarm management 

¶ Advanced operator advisories 

¶ Logic-design validation 

¶ Industrial process simulation 
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